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Abstract

Modern computers are rapidly increasing in size. This
leads to various problems, one of which is that it is get-
ting increasingly harder to keep track of who owns what
resources in the system. Object capabilities [3, 4, 6] are a
well-established method for tracking resource ownership.
Most of the previous work on object capabilities has been
done on small systems and the operation of such a capa-
bility system generally relies on a centralized database
which keeps track of all the existing capabilities. That
centralized database does not scale to a modern, rack-scale
computer system and needs to be distributed across the
nodes of such a system.

The operations that can be performed on capabili-
ties are: invoke, which allows an application to perform
an operation on the object referenced by the capability,
copy, which creates a new capability that references the
same object as an existing source capability, delete, which
deletes the capability, retype, which creates a new capabil-
ity, which we call a descendant, with a type that is derived
from the type of an existing source capability, and revoke,
which finds and deletes all copies and direct descendants
of a capability. The capability operations that need syn-
chronization, which we also call expensive operations, are
retype, delete, and revoke. The other operations, invoke,
and copy, we call cheap operations.

Our main contributions are: (1) a fast per-node index
for local capability lookups based on a number of query
parameters, and (2) a set of distributed algorithms for the
operations mentioned above. This work is based on work
domne in the scope of a master’s thesis in our group [5].

The per-node capability index, which is needed to make
local capability operations fast, is an index over all the
capabilities in that node’s capability database. The index
is implemented as an AA tree [1], which is an isomorphism
of a 2-3 tree. The AA tree is a variation of the red-black
tree where red nodes can only be right subchildren. This
preserves the red-black tree property that the deepest
leaf is at no more than twice the depth of the shallowest
leaf, and further guarantees that the deepest leaf is the
rightmost element in the tree. We make heavy use of
the index when processing expensive operations, as all of
the expensive operations involve capability lookups on all
nodes. Those lookups are used to look for capabilities
that refer to the object on which the operation is executed
or objects that were derived from that object.

Expensive operations are synchronized by electing one
node in the distributed system as the leader and serializing
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all the operations through that leader. The leader also
coordinates operations that involve multiple nodes in the
system. Notably, the leader node does not need to be
the same for all capabilities, and in order to load-balance
the system it is preferable to make all nodes leaders for
a subset of the total set of capabilities. If a non-leader
node N wants to perform an expensive operation on a
capability it will contact the leader node L which will
perform the operation on behalf of V.

Additionally, leadership can be transferred between
nodes, either voluntarily, or when the last capability to
an object that exists on the current leader node is deleted.
To elect a new leader in the latter case, we arbitrarily
pick another node that holds a capability to the object to
become the new leader.

We have a working prototype implementation of this
distributed capability design at a relatively small scale at
the operating system level in Barrelfish [2]. Barrelfish uses
segregated capabilities where the capability metadata is
stored in special capability regions in memory. We use a
custom implementation of the AA tree whose nodes are
stored along-side capability metadata. Each distributed
algorithm is implemented partly in the privileged-mode
kernel of Barrelfish, the so-called cpu driver, and partly
in the user-mode kernel of Barrelfish, the monitor, due to
Barrelfish’s multikernel design where cpu drivers cannot
directly communicate with each other.
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Motivation

Contributions

» Decentralized resource management at rack

scale is hard

» Object capabilities work at small scale

» Centralized design does not scale well

Example: Revoke

» Fast index for capability lookups on single node
» Distributed capability algorithms and database

» Proof of concept implementation in Barrelfish
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Algorithm Invariants

» Agreement protocol for each object

» One leader node for each object

» Operations are serialized at leader node

» Each node has tree-based index for finding

descendants and ancestors of object

» Every capability that is not Null has a leader node

» Any two capabilities that are copies must have
the same leader

» The leader node for a capability must always
have a local copy
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